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Abstract

It is known experimentally that a grazing flow has significant influence on the performance of a resonant acoustic liner.

As yet, detailed understanding of the effect in fluid dynamics or acoustics terms is not available. One principal reason for

this is the small size of the openings of the resonators of present day jet engine acoustic liners. The small size of the holes

makes in-depth experimental observation and mapping of the fluid flow field around the opening of a resonator in the

presence of a grazing flow extremely difficult. As a result, there is a genuine lack of data leading directly to a lack of

understanding. The face sheet of an acoustic liner is entirely covered with holes (the openings of resonators underneath).

There is, therefore, a possibility of fluid mechanical interaction between neighboring resonators. However, evidence for

such interaction is not available at this time. One of the objectives of the present work is to shed light on whether this is

possible and what is a possible interaction mechanism. In this study, numerical simulations of the flow field around a slit

resonator in the presence of a grazing flow under acoustic forcing are carried out. It is observed that at high sound pressure

level, vortices are shed from the corners of the resonator opening. Some of these vortices merge together. Others are

absorbed by the wall boundary layer or dissipated by viscosity. The simulated results indicate that a strong merged vortex

is convected downstream by the grazing flow and persists for a long distance. This suggests that possible fluid mechanical

interaction between neighboring resonators of an acoustic liner could, indeed, be possible because of the interference of

this convected vortex with the flow field of the downstream resonator. This interaction, as far as is known, has not been

included in any theoretical or semi-empirical model of acoustic liners. Detailed formulation of the computational model, as

well as computational algorithm, is provided. The computation code is verified by comparing computed results with an

exact linear solution and also validated by comparing with measurements of a companion experiment.

r 2007 Elsevier Ltd. All rights reserved.
1. Introduction

An acoustic liner is, without doubt, one of the most effective means for suppressing jet engine fan noise. The
study of the performance of acoustic liners and their damping mechanisms began in earnest with the
introduction of commercial jet aircraft. A few of the influential early works are Ingard and Labate [1], Ingard
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and Ising [2], Melling [3] and Zinn [4]. From that time on, there have been numerous investigations on this
subject. Many investigations were experimental. Others involved the development of semi-empirical or
theoretical models. More recently, there were also studies by direct numerical simulation. It soon became clear
that grazing flow inside a jet engine had a significant impact on acoustic liner performance. As a result, a
considerable body of research work was devoted to the effect of grazing flow (Refs. [5–11]).

Aircraft noise is a sensitive environmental issue as well as a critical factor in aircraft certification. The
introduction of newer high-by-past ratio engines has significantly lowered the level of jet noise. Thus the need
to reduce fan noise becomes more urgent. This, in turn, leads to vigorous new research activities on grazing
flow effects on acoustic liner performance. In the past, several approaches had been followed aiming to predict
the impedance of liners in the presence of flow. Semi-empirical models of flow effects were developed by Rice
[12], Hersh et al. [13], Dupère and Dowling [14], Elnady and Boden [15], just to name a few. The use of a
vortex sheet/thin shear layer model led to sophisticated mathematical analysis by Ronneberger [16], Howe
et al. [17], Kaji et al. [18], Grace et al. [19], Howe [20], and Jing et al. [21]. However, Jing et al. pointed out that
some of the vortex sheet models had not been verified experimentally. The resistance and reactance of an
acoustic liner in the presence of a grazing flow are determined by complex fluid structure interaction. To deal
with such complexities, a number of investigators, e.g., Kooi and Sarin [9], Nelson et al. [22], Worraker and
Halliwell [23], Malmary and Carbonne [24], Walker and Hersh [25], chose to take an experimental approach.
However, because the openings of the resonators of an acoustic liner are very small, there is a lack of detailed
experimental measurements of the micro-fluid flow field around the mouths of the resonators. This is so, even
though there has been considerable agreement that most acoustic dissipation takes place in these regions. At
the present time, although good progress has been made in describing and quantifying the gross properties of
acoustic liners (e.g., the works of Watson et al. [26,27]), there is still a lack of basic understanding of the
dissipative mechanisms associated with micro-scale fluid flow field around an individual resonator in the
presence of a grazing flow.

It is useful to point out that flow-induced tones are very likely to occur for a cavity with an opening large
compared with the thickness of the shear layer spanning over it (see, for example, the works of Colonius [28],
Gloerfelt et al. [29] and Larcheveque et al. [30]). For a comprehensive review of such flow-induced tones,
referred to as cavity tones, one may consult the recent work by Takeda and Shieh [31]. Cavity tones are
generated by a feedback loop driven by the instability waves of the shear layer.

There are two types of cavity tones (see Ref. [32]). For shallow cavities, the feedback is accomplished by
sound waves generated by the interaction of shear layer instability waves and the trailing edge of the cavity.
The sound waves generated propagate upstream inside the cavity until they reach the upstream wall. Upon
impinging on the cavity wall, the scattered waves excite the shear layer, resulting in the generation of new
instability waves. The instability waves are amplified as they propagate downstream along the shear layer. On
reaching the downstream wall of the cavity, the instability waves interact with the trailing edge and produce
new sound waves. In this way, the feedback loop is completed. This type of cavity tones is generally referred to
as Rossiter [33] tones. For deep cavity, the feedback is accomplished by the excitation of the acoustic depth
modes of the cavity. The coupling of an acoustic depth mode and the shear layer instability waves is
responsible for the emission of tones. Cavity tones, however, do not occur for acoustic liner cavities
(resonators). The reason is that the openings of these resonators are small compared to the thickness of the
boundary layer flowing over the surface of the liner. A useful rule of thumb is that shear layer instability waves
have wave lengths which are approximately six times the thickness of the shear layer. Thus, unless the
resonator opening is about six times the boundary layer thickness or larger, there will not be any shear layer
instability and hence no cavity tones.

With rapid advances in computational aeroacoustics methodology and the availability of fast parallel
computers, it becomes possible to investigate the flow physics of acoustic liners by numerical simulation.
Unlike experimental approach, the small size of resonator openings of an acoustic liner presents no difficulty
to numerical simulation. In an earlier work, Tam and Kurbatskii [34] found that the flow around the mouth of
a resonator of an acoustic liner could take on two distinct regimes. At low incident sound pressure level,
acoustic dissipation was accomplished by the development of strong oscillatory shear layers adjacent to the
walls at the opening of a resonator. Acoustic energy was dissipated by viscous friction in the oscillatory shear
layers. At high level of incident sound, the flow was dominated by vortex shedding from the corners of the
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resonator opening. The kinetic energy associated with the rotation of the shed vortices was subsequently
dissipated by molecular viscosity. The transfer of acoustic energy to the rotational kinetic energy of the shed
vortices and then dissipation by viscosity is the dominant dissipation mechanism. This acoustic wave
dissipation mechanism by vortex shedding was confirmed directly in the work of Tam et al. [35]. In their work,
experimental measurements of the absorption coefficients of a resonator were found to agree well with
numerical simulation results. The numerical simulation results were determined by direct measurement of the
kinetic energy transferred to the shed vortices.

In a collaborative work between NASA Langley Research Center and the Florida State University, a
detailed study of the impedance and flow field around slit resonators in a normal impedance tube was carried
out experimentally and by numerical simulation [36]. Good agreements were obtained between experimental
and simulation results in all cases considered. Of special interest is that, in this study, broadband sound waves
were used as an input in addition to discrete frequency sound. It was observed that under broadband sound
excitation, vortex shedding, although more random and chaotic, was still the dominant dissipation
mechanism. Further, to enhance vortex shedding, beveled slits were also used to form the openings of slit
resonators. It was observed that there was, indeed, stronger vortex shedding and larger absorption coefficient.

The purpose of the present investigation is to examine the effect of grazing flow on the performance of slit
resonators by direct numerical simulation. Previously, Tam and Kurbatskii [37] had computed the flow field
associated with grazing flow over a slit resonator in an open domain. The present work may, therefore, be
regarded as an extension of this work. Here emphasis is on determining whether there could be fluid
mechanical interaction between neighboring resonators of an acoustic liner due to the convection effect of
grazing flow. All previous semi-empirical, as well as theoretical, models of acoustic liners do not account for
such possible interaction. In addition, a companion experiment was performed. The experimental results are
used to validate the present numerical simulation code. It will be confirmed that the earlier conclusion of Tam
and Kurbatskii [34] that, depending on the sound pressure level, the acoustic damping mechanism changes
from viscous dissipation in the oscillatory shear layer to chaotic vortex shedding remains valid even in the
presence of a Mach 0.2 grazing flow.

The remainder of this paper is as follows. In Section 2, the computation model is presented. Verification of
the computation algorithm and computer code by comparing numerical solution with exact (linear) analytical
solution is discussed in Section 3. The main results of this work are reported in Section 4. They consist of
steady-state flow pattern inside a resonator, vortex shedding at high incident sound pressure level, and
comparison between flow field streamline patterns calculated from numerical simulation data and direct
experimental measurements at low sound pressure levels. A summary and conclusions are provided at the end
of this paper.

2. Computational model

The companion experiment of the present numerical simulation effort uses a wind tunnel, which is
24 in (61 cm) wide and 10 in (25.4 cm) high as shown in Fig. 1. It is 5 in (12.7 cm) deep in the third dimension.
Fig. 1. Flow configuration and computation domain.
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A two-dimensional resonator with a dimension of W ¼ 2 in (5.08 cm) and L ¼ 2.262 in (5.745 cm) is housed at
the bottom of the wind tunnel. The resonator has an opening of 0.25 in (0.635 cm) width and 0.125 in
(0.3175 cm) thickness, which spans the full 5 in depth of the test section. These dimensions were chosen to
provide a Helmholtz resonance frequency of 625Hz. An acoustic driver is mounted on the top of the wind
tunnel. To begin an experiment or simulation, the acoustic driver is turned on. The acoustic waves generated
create an incident sound field impinging on the resonator. In the numerical simulation, the geometry and
dimensions of the experimental facility are used. The wind tunnel produces a nearly uniform flow except
adjacent to a wall. On the bottom wall, a boundary layer is formed. This is the grazing flow condition outside
the resonator.

2.1. Mesh design

In addition to an accurate time-marching scheme, a well-designed mesh is necessary to ensure a high-quality
numerical simulation. The present grazing flow problem involves some very large disparate length scales. The
smallest scale is the viscous scale associated with the Stokes layer. In the presence of an oscillating pressure
field, a Stokes layer is formed adjacent to a wall. Stokes layer consists of sheets of fluid oscillating parallel to
the wall with a wavelength l given by (see Ref. [38])

lStokes ¼
4pn
f

� �1=2

,

where n is the kinematic viscosity of the fluid and f is the frequency of oscillation. In this work, the 7-point
stencil dispersion-relation-preserving scheme [39] is used for all time marching computations. This scheme is
designed to offer good accuracy if 7–8 mesh points per wavelength are used in the computation. Thus, the
spatial mesh spacing requirement for the resolution of the Stokes layer is

DxStokes ¼
1

8

4pn
f

� �1=2

. (1)

To be able to provide adequate resolution in different parts of the physical domain, a multi-size mesh is used
in the numerical simulation. The smallest size mesh is placed at the mouth of the resonator as shown in Fig. 2.
Fig. 2. Mesh design inside the resonator.
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The mesh size is determined by formula (1), with n ¼ 0.0225 in2/s (0.145 cm2/s) (kinematic viscosity for air) and
an incident sound frequency of 625Hz. It is found DxStokes ¼ 0.002657 in (0.00675 cm). The resonator opening
has a width of 0.25 in (0.635 cm) and a depth of 0.125 in (0.3175 cm). Therefore, by using a square meshes in an
array of 120� 60 gives a mesh size D ¼ 0.00208 in (0.00528 cm). This meets the requirement of providing
sufficient resolution for the Stokes layers adjacent to the wall. The notations D2, D4, D8, D16 and D32 will be
used to denote square meshes of size equal to 2, 4, 8, 16 and 32 times that of D. Fig. 2 shows the mesh design
used inside the resonator. The mesh size increases by a factor of 2 as one goes into the next mesh block starting
from the mouth of the resonator.

Fig. 3 shows the mesh design inside the wind tunnel. Only half the computation domain is shown. The other
half is symmetric about the centerline of the resonator and acoustic driver. Away from the mouth of the
resonator in the upstream and downstream directions, rectangular meshes are used. The notation D2n,2m

denotes a rectangular mesh with mesh size 2nD in the vertical direction and 2mD in the horizontal direction.
The largest size mesh used is D32 in the uppermost mesh layer adjacent to the top wall. With the mesh
arrangement decided, it is easy to check that the mesh size change across a boundary of any subdomain is 2.

2.2. Governing equations

Non-dimensional variables are used. The following scales are adopted:

Length scale ¼ width of slit ¼ 0:25 in ð0:635 cmÞ,

Velocity scale ¼ a0 ðspeed of soundÞ,

Time scale ¼
width of slit

a0
,

Density scale ¼ r0 ðdensity of incoming flowÞ,

Pressure and stresses scale ¼ r0a
2
0.

The compressible Navier–Stokes equations are

qr
qt
þ u

qr
qx
þ v

qr
qy
þ r

qu

qx
þ

qv

qy

� �
¼ 0, (2)
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qu

qt
þ u

qu

qx
þ v

qu

qy
¼ �

1

r
qp

qx
þ

1

r
qtxx

qx
þ

qtxy

qy

� �
, (3)

qv

qt
þ u

qv

qx
þ v

qv

qy
¼ �

1

r
qp

qy
þ

1

r
qtxy

qx
þ

qtyy

qy

� �
, (4)

qp

qt
þ u

qp

qx
þ v

qp

qy
þ gp

qu

qx
þ

qv

qy

� �
¼ 0, (5)

txx ¼
2

Re

qu

qx
; txy ¼ tyx ¼

1

Re

qu

qy
þ

qv

qx

� �
; tyy ¼

2

Re

qv

qy
, (6)

where Re ¼ Ta0/n is the Reynolds number based on T (width of slit) and a0. Viscous dissipation is neglected in
the energy equation. In the numerical computation, the full viscous equations are used only in regions with
mesh size D and 2D. These are regions close to the bottom wall of the wind tunnel and the mouth of the
resonator. Outside these regions, the viscous terms are dropped (Euler equations are used) as the flow is nearly
inviscid.

The governing equations are solved computationally using the multi-size-mesh multi-time-step dispersion-
relation-preserving scheme [40]. This is a variation of the original dispersion-relation-preserving scheme of
Tam and Webb [39]. To ensure numerical accuracy, a minimum of 7 mesh points per wavelength throughout
the entire computation domain is used. The time marching solution begins with zero acoustic disturbances
inside the wind tunnel with the resonator blocked off. The solution with the given inflow is marched to a time
steady state. At this time, the acoustic driver is turned on and the resonator is unblocked. The numerical
solution is then marched in time until a time periodic state is attained.
2.3. Numerical boundary conditions

In the experiment, an acoustic driver is housed on the top wall of the wind tunnel. This acoustic driver sends
sound waves into the wind tunnel. The sound waves propagate across the wind tunnel, impinging on the
bottom wall and the resonator. Part of the sound waves is reflected back. On reaching the acoustic driver or
the wall on the top, the reflected sound waves are once more reflected. Because of the repeated reflection, a
standing wave pattern eventually develops inside the wind tunnel. Since acoustic energy is pumped into the
wind tunnel by the acoustic driver, in order to establish a time periodic state, sound energy has to be leaked
out from the two open boundaries of the computation domain. This observation is taken into consideration in
the choice of upstream and downstream boundary conditions. A quality numerical treatment of the wind
tunnel boundaries is crucial to the accuracy of the simulation. This includes the prescription of numerical
boundary condition on the top and bottom wall of the wind tunnel as well as the open ends on the two sides as
shown in Fig. 1.

The no-slip boundary conditions, u ¼ 0, v ¼ 0, are used at the bottom wall and around the opening of the
resonator. On the top wall, the motion of the acoustic driver is modeled by the following boundary condition:

y ¼ H; v ¼ Re

�A e�ðln 2ÞððxþðL=2ÞÞ=bÞ2�iot; xo�
L

2
;

�A e�iot; �
L

2
pxp

L

2
;

�A e�ðln 2Þððx�ðL=2ÞÞ=bÞ2�iot;
L

2
ox;

8>>>>>><
>>>>>>:

(7)

where L is the size of the acoustic driver and b is a short transition width. In the numerical simulation, the wall
boundary conditions are enforced by the Ghost Point method. Two ghost values, namely, p and t (the shear
stress), are used for imposing the no-slip boundary conditions. For the top wall, only one ghost value of p is
needed to enforce boundary condition Eq. (7).
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2.4. Inflow boundary conditions

At the inflow boundary, the incoming mean flow is specified. The boundary layer on the top wall is ignored
(see Fig. 4). The boundary layer adjacent to the bottom wall is important as it interacts with the slit resonator.

The boundary layer is assumed to have a Blasius profile, i.e., at x ¼ xL (the location of the left boundary of
the computation domain),

ūðyÞ ¼
ū1; y4d;

ūBlasiusðyÞ; ypd:

(
(8)

The boundary layer thickness d or the displacement thickness d* is assigned the same value as that of the
companion experiment (d ¼ 0.25 in). Blasius profile is expressed in terms of similarity variable Z ¼ 5y/d:

ūBlasiusðyÞ

u1
¼ f 0ðZÞ.

f0(Z) is tabulated in many books, e.g. Ref. [38].
Now, at the inflow boundary, there are outgoing acoustic disturbances. To prevent them from reflecting

back into the computation domain, a perfectly matched layer absorbing boundary condition is used. Let

r

u

v

p

2
66664

3
77775 ¼

1

ūðyÞ

0

1=g

2
66664

3
77775þ

r0

u0

v0

p0

2
66664

3
77775, (9)

where the first column vector on the right is the mean flow and the second represents outgoing disturbances.
Since there is flow normal to the perfectly matched layer, the split variable perfectly matched layer method is
unstable. In this work, the most recent perfectly matched layer boundary method proposed by Hu [41] is
employed. According to the formulation, the perfectly matched layer equation is

qu
qt
þ A

qu
qx
þ B

q
qy
ðuþ sxqÞ þ sxuþ

sxM

1�M2
Au ¼ 0, (10)

where M is the flow Mach number and

u ¼

r0

u0

v0

p0

2
66664

3
77775; A ¼

M 1 0 0

0 M 0 1

0 0 M 0

0 1 0 M

2
6664

3
7775; B ¼

0 0 1 0

0 0 0 0

0 0 0 1

0 0 1 0

2
6664

3
7775.
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Fig. 5. Perfectly matched layers at the inflow and outflow boundaries of the computation domain.
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sx is the damping coefficient of the perfectly matched layer and

qq
qt
¼ u. (11)

In the boundary layer, M is replaced by uðyÞ. Fig. 5 shows the perfectly matched layer at the inflow and
outflow boundaries of the computation domain.
2.5. Outflow boundary conditions

The outflow boundary condition is treated in a similar way as at the inflow boundary. The first task is to
determine the mean flow profile.

It will again be assumed that the boundary layer at the outflow boundary has a Blasius profile. The length of
the computation domain is 24.33 in, so that there is little change in the boundary layer thickness from the
inflow to the outflow. Similar to the numerical treatment at the inflow boundary (exactly as in Eq. (9)), let

r

u

v

p

2
66664

3
77775 ¼

1

uðyÞ

0

1=g

2
66664

3
77775þ

r0

u0

v0

p0

2
66664

3
77775.

The unknown vector (second vector on the right side) is governed by an equation similar to Eq. (10). The
computation can also be carried out in the same way.
3. Verification of numerical algorithm and computer code

When the acoustic driver is operating at low power, the acoustic wave amplitude inside the wind tunnel is
small. Under this circumstance, the problem is effectively linear. It turns out that an exact analytical solution
of the linear problem without the resonator can be found. This analytical solution is used here to verify the
numerical algorithm and computer code.
3.1. Analytical solution

The linear problem is as shown in Fig. 6. The governing equations are the linearized Euler equations. In
dimensionless form, they are (for clarity, a ^ denotes a variable of the linear problem)

qr̂
qt
þM

qr̂
qx
þ

qû

qx
þ

qv̂

qy

� �
¼ 0, (12)
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Fig. 6. Configuration of wind tunnel for the linear problem.
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qû

qt
þM

qû

qx
¼ �

qp̂

qx
, (13)

qv̂

qt
þM

qv̂

qx
¼ �

qp̂

qy
, (14)

qp̂

qt
þM

qp̂

qx
þ

qû

qx
þ

qv̂

qy

� �
¼ 0. (15)

The boundary conditions are

y ¼ 0; v̂ ¼ 0, (16)

y ¼ H ; v̂ ¼ Re

�A e�ðln 2ÞððxþðL=2ÞÞ=bÞ2�iot; xo�
L

2
;

�A e�iot; �
L

2
pxp

L

2
;

�A e�ðln 2Þððx�ðL=2ÞÞ=bÞ2�iot;
L

2
ox:

8>>>>>><
>>>>>>:

(17)

As x-7N, the solution represents outgoing waves. Boundary condition Eq. (17) is the same as that used
in the numerical simulation.

To solve the above problem, the first step is to factor out the time dependence e�iot. Let

û

v̂

p̂

2
64
3
75 ¼ Re

~uðx; yÞ

~vðx; yÞ

~pðx; yÞ

2
64

3
75e�iot

8><
>:

9>=
>;. (18)

The governing equations for ~u, ~v and ~p can easily be found by substituting Eq. (18) into Eqs. (13)–(15). The
corresponding boundary conditions are found by substituting Eq. (18) into Eqs. (16) and (17). The resulting
problem has constant coefficients. The x-dependence may now be reduced to algebraic dependence by the
application of Fourier transform. The Fourier transform and its inverse are defined by

uðy; kÞ ¼
1

2p

Z 1
�1

~uðx; yÞ e�ikx dx; ~uðx; yÞ ¼

Z 1
�1

uðy; kÞ eikx dk, (19)

where k is the Fourier transform variable.
The transformed problem (denoted by an overbar) is

�iðo�MkÞu ¼ �ikp, (20a)
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�iðo�MkÞv ¼ �
dp

dy
, (20b)

�iðo�MkÞpþ ikuþ
dv

dy
¼ 0. (20c)

By eliminating u and p, an equation for v is found:

d2v

dy2
� ð1�M2Þ k þ

o
1�M

� �
k �

o
1þM

� �
v ¼ 0.

The solution for v and its companion variable p is

vðy; kÞ ¼ B eð1�M2Þ
1=2 kþðo=ð1�MÞÞð Þ

1=2
k�ðo=ð1þMÞÞð Þ

1=2
y � e�ð1�M2Þ

1=2 kþðo=ð1�MÞÞð Þ
1=2

k�ðo=ð1þMÞÞð Þ
1=2

y
h i

, (21)

pðy; kÞ ¼
iðo�MkÞ

ð1�M2Þðk þ o=ð1�MÞÞðk � o=ð1þMÞÞ

dvðy; kÞ

dy
. (22)

The unknown coefficient B is determined by the Fourier transform of boundary condition Eq. (17). It is easy
to verify that the Fourier transform of v̂ at y ¼ H is

vðH ; kÞ ¼
1

2p

Z 1
�1

v̂ðx;HÞ e�ikx dx ¼ �
A

2p
p

ln 2

� �1=2
b e�k2b2=4 ln 2

(

�Re 1� erf �
ikb

2ðln 2Þ1=2

 ! !
eikL=2

" #
þ

2 sinðkðL=2ÞÞ

k

( ))
, ð23Þ

where erf( ) is the error function. On combining Eqs. (21) and (23), B is found to be

B ¼
vðH ; kÞ

2 sinh½ð1�M2Þ
1=2
ðk þ o=ð1�MÞÞ1=2ðk � o=ð1þMÞÞ1=2H�

. (24)

At this stage, the complete solution in Fourier space is known. On inverting the Fourier transform, the
pressure distribution inside the wind tunnel may be calculated:

pðx; y; tÞ ¼ Re

Z 1
�1

pðy; kÞ eikx�iot dk

� �
. (25)

The k-integral of Eq. (25) may be evaluated by numerical integration along the slightly deformed contour as
shown in Fig. 7. The branch cuts of the square root functions are also shown in this figure. The evaluation of
the integral is carried out numerically.
Fig. 7. The inversion contour in the k-plane. Shown also are branch cuts ( ) and poles (�) of the integrand.
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3.2. Comparisons between numerical and analytical solutions

Comparisons will now be made between the results of the numerical solution and the analytical solution.
The pressure contour distribution inside the wind tunnel when the acoustic driver is operating at 625Hz will be
compared first. The wind tunnel has a Mach number of 0.15. In the numerical simulation the full
Navier–Stokes equations are solved. Because of molecular viscosity, a thin boundary layer associated with
the mean flow develops over the bottom wall. The boundary layer thickness at the inflow is 0.25 in (0.635 cm).
The analytic model is inviscid without a boundary layer. However, it must be pointed out that at 625Hz the
acoustic wavelength is over 21 in (53.34 cm). This is much longer than the height of the wind tunnel (10 in or
25.4 cm) and is equal to many times the boundary layer thickness. Since the acoustic scale is long, the velocity
gradient associated with the sound waves is small. Hence viscous effect is not expected to be important. Fig. 8
shows two sets of pressure contours. One set is found through numerical simulation. The other set is from the
analytic solution. As can be seen, there is good agreement over the entire computation domain. The good
agreement provides a useful verification of the computer code.

Another useful test of the accuracy of the computer code is to make use of the transient solution. When the
acoustic driver is first turned on, many acoustic duct modes of the wind tunnel are excited. These duct modes,
over time, exit the computation domain through the two open ends of the numerical wind tunnel. They are
then absorbed by the perfectly matched layers. However, there are duct modes with zero group velocity. These
waves do not propagate and are the last transient component to vanish from the computation domain. If the
frequency of the zero group velocity duct mode differs slightly from the forcing frequency, then the pressure
time history at any point inside the wind tunnel will exhibit amplitude modulation. Fig. 9 shows the pressure
time history at a point 2.25 in (5.715 cm) downstream from the center of the acoustic driver on the bottom wall
of the wind tunnel. For convenience, the oscillation period of the acoustic driver is used as time unit. The
phenomenon of amplitude modulation can clearly be seen in this figure.

The frequency of the duct mode with zero group velocity can be calculated from the dispersion relation. The
dispersion relation of all the duct modes are given by the zeros of denominator of p or that of Eq. (24) in the k-
plane. Since the zeros of sinh(z) are located at z ¼ inp (n ¼ 0,71,72,y), it follows that the dispersion
relations are

k2
þ

2M

1�M2
ok �

o2

1�M2
þ

n2p2

ð1�M2ÞH2
¼ 0. (26)

By differentiating Eq. (26) with respect to k, the group velocity can easily be found to be

do
dk
¼

k þ ðMo=ð1�M2ÞÞ

ðo�MkÞ=ð1�M2Þ
. (27)

Thus, the wavenumber k0 and angular frequency o0 of the zero group velocity duct mode are related by

k0 ¼ �
M

1�M2
o0. (28)
Fig. 8. Pressure amplitude contours inside the wind tunnel. Acoustic driver frequency ¼ 625Hz, MN ¼ 0.15. (——) numerical solution

and (– – – –) analytical solution.
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Fig. 9. Pressure time history measured on the bottom wall showing amplitude modulation.
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But k0 and o0 are also related by the dispersion relation Eq. (26). Substituting of Eq. (28) into Eq. (26), it is
straightforward to find

o0 ¼
np
H
ð1�M2Þ

1=2. (29)

For the wind tunnel operating at Mach 0.15 the lowest frequency of the zero group velocity duct mode
(n ¼ 1) is 666.7Hz.

Let us now examine the amplitude modulation phenomenon quantitatively. Suppose the pressure signal at a
point comes from two sources with angular frequencies o1 and o2. Suppose the corresponding amplitudes are
A and e. It is assumed that the amplitude of the second signal is very small. Thus the pressure is given by

pðtÞ ¼ RefA e�io1t þ � e�iðo2tþfÞg, (30)

where f is an arbitrary phase. The envelope of the pressure time history is given by the absolute value of the
expression in the curly brackets. Thus,

Envelope of p ¼ jA e�io1t þ � e�iðo2tþfÞj

¼ A 1þ
�

A

� �
ei½ðo1�o2Þt�f�

��� ���
ffi Aþ � cos½ðo1 � o2Þt� f� þOð�2Þ. ð31Þ

Therefore, there is a small-amplitude modulation at a frequency fmodulate given by

f modulate ¼
1

2p
ðo1 � o2Þ or a period Tmodulate ¼

2p
o1 � o2

¼
1

f 1 � f 2

. (32)

For the problem under consideration, the forcing frequency is 625Hz. The forcing period
Tforcing ¼ 1.6� 10�3 s. The frequency of the zero group velocity duct mode is 666.7Hz. By Eq. (32) the
period of amplitude modulation is 2.40� 10�2 s or 14.99Tforcing. By measuring directly the period of amplitude
modulation of the numerical simulation data (see Fig. 9), Tmodulation is found to be 14.93Tforcing. This is very
close to the exact value.
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Fig. 10. Acoustic spectrum computed at a point 2.2500 downstream of the center of the acoustic driver on the bottom wall of the wind

tunnel. The dominant spectral line is at 625Hz. The secondary spectral line is at 665Hz.
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Since the pressure versus time results of the numerical simulation are available, it is possible to determine
the pressure spectrum by direct calculation. In addition to the forcing frequency, the frequency of the zero
group velocity duct mode should also be observed. Fig. 10 shows the computed noise spectrum at a point on
the bottom wall of the wind tunnel 2.25 in (5.715 cm) downstream of the center of the acoustic driver. The
dominant spectral line at 625Hz is the forcing frequency. The much smaller spectral line is the frequency of the
zero group velocity duct mode (n ¼ 1). The measured value is 665Hz, which is very close to the theoretical
value of 666.7Hz. It is worthwhile to point out that duct modes are formed by the coherent reflection of sound
at the duct wall. In a numerical simulation, the frequency of the zero group velocity duct mode, therefore,
depends critically on the quality of the computation scheme and numerical boundary conditions. That the
numerically computed frequency is so close to the exact value verifies that the dispersion-relation-preserving
marching scheme, the ghost point boundary condition (imposed at the walls) and the perfectly matched layer
absorbing boundary condition (enforced at the two open ends of the computation domain) used in developing
the computer code are accurate and of high quality.
3.3. Validation of wind tunnel computational code

Pressure measurements were carried out along the bottom wall of the wind tunnel in the companion
experiment. In the experiment, the sound pressure level at the top was set at 130 dB. The wind tunnel speed
was 30m/s. The acoustic driver operated at 625Hz frequency. Fig. 11 shows a comparison of the sound
pressure level distribution along the bottom wall from the simulation results and from the experiment. Fig. 12
shows a corresponding comparison of the phase distribution. As can be seen, there is good agreement overall.
It is to be noted that the sound pressure level differs by nearly 20 dB between the center of the wind tunnel and
the farthest measurement point downstream. This is a fairly large dynamic range. It is, however, well captured
by the numerical simulation providing further confidence in the accuracy of the computation code.
4. Numerical results and comparisons with experiments

Results obtained from numerical simulations are reported below. Comparisons between numerical results
and experimental measurements are also presented.
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Fig. 12. Distribution of the phase of pressure signal along the bottom of the wind tunnel. Speed ¼ 30m/s, frequency ¼ 625Hz: (——)

numerical and (m) experiment.

Fig. 11. Distribution of sound pressure level along the bottom wall of the wind tunnel. Speed ¼ 30m/s, frequency ¼ 625Hz: (——)

numerical and (m) experiment.

C.K.W. Tam et al. / Journal of Sound and Vibration 313 (2008) 449–471462
4.1. Steady mean flow

The steady mean flow inside the slit resonator at a constant wind tunnel speed is found by time marching the
numerical solution to a time-independent state (acoustic driver is turned off). Fig. 13a shows the computed
streamline pattern at a wind tunnel speed of 30m/s. Inside the resonator, the flow separates into two zones. At
the mouth of the resonator, the flow field is made up of a vortex with clockwise rotation. This vortical flow is
driven by the ambient flow from left to right. Deeper inside the resonator a counter-clockwise vortical flow is
formed. This vortical flow is driven by the vortical flow at the mouth of the resonator. Fig. 13b shows an
enlarged streamline pattern of the flow field at the mouth of the resonator. The separation streamline between
the two vortical flows dips down inside the resonator. In addition to the general counter-clockwise circulation
inside the resonator, there are two secondary flow regions at the upper corners of the resonator. The existence
of these secondary circulation regions at the upper corners of the resonator is not expected a priori.
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Fig. 13. (a) Streamlines of steady flow inside and outside the slit resonator. Wind tunnel speed ¼ 30m/s. (b) Enlarged streamline pattern

at the mouth of the resonator.

Fig. 14. Vortex shedding at the mouth of the resonator: (a) beginning of a cycle and (b) at a quarter of a period.
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4.2. High-level incident sound waves

The flow field at the mouth of the resonator changes drastically as the incident sound pressure level
increases. Above a certain sound pressure level the flow field is dominated by vortex shedding. Vortices are
shed at the corners of the mouth of the resonator as fluid flows in and out in response to high and low pressure
created by the incident sound. Figs. 14a and b are pictures of the density field of the flow. They show the
vortices shed at two instants of a cycle of the incident wave. The incident wave sound pressure level is 140 dB.
Fig. 15 shows the sequence of vortex shedding and subsequent merging. Fig. 15a is at the beginning of a cycle
when pressure outside the resonator increases. Fluid starts the process of flowing into the resonator. The lone
vortex A adjacent to the left wall is a trapped vortex. It was shed at the lower left corner of the mouth of the
resonator at the end of the previous cycle when the fluid flowed out. The vortex was carried up by the flow, but
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Fig. 15. Shedding and merging of vortices at the mouth of the resonator: (a) inflow begins; (b) strong inflow; (c) begin reverse flow; (d)

strong outflow; (e) inflow begins again; (f) merging of vortices D and E; and (g) surviving vortex.

C.K.W. Tam et al. / Journal of Sound and Vibration 313 (2008) 449–471464
did not reach the outside to escape. The flow reversed direction and the vortex is swept downward. As the flow
velocity into the resonator increases, three vortices C, B and E are shed at the three corners of the resonator
opening. Vortices C and E have clockwise rotation. Vortex B has counter-clockwise rotation. This is shown in
Fig. 15b. Because of the general counter-clockwise circulation inside the resonator, vortices A and C are
convected to the left of the opening of the resonator and vortex B moves to the center. At this time, flow
reversal takes place. The reversed flow creates vortex D with a clockwise rotation at the lower right corner as
shown in Fig. 15c. The outflow ejects vortices B, D and E into the outside wind tunnel flow as indicated in
Fig. 15d. These three vortices are then swept downstream to the right of the opening by the mean flow of the
wind tunnel. This is shown in Fig. 15e. Vortices D and E have the same rotation. They merge into a large
vortex. The two surviving vortices are shown in Fig. 15f. Vortex B has a counter-clockwise rotation. This is
opposite to the natural rotation of the boundary layer fluid adjacent to the bottom wall of the wind tunnel. As
a result, it becomes weaker and weaker. Finally, it disappears and is completely absorbed by the boundary
layer flow. The remaining vortex D+E is convected downstream. This vortex persists over a long distance
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Fig. 16. Vortex downstream of the resonator.
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downstream. In the simulation, it is observed even at a distance of 2–3 resonator widths downstream
(see Fig. 16). This vortex may interfere with the flow of a downstream resonator if one is there.

4.3. Low-level incident sound waves

At low incident sound pressure level, e.g., 130 dB, there is no vortex shedding at the mouth of the resonator.
The changing streamline patterns during a cycle as computed are shown in Fig. 17. Shown in this figure also
are the streamline patterns measured experimentally by split film CT anemometry. Fig. 17a is at the beginning
of a cycle. The flow in the opening of the resonator consists of a clockwise rotation. The outside flow simply
slides over the resonator opening. Figs. 17b–h show the flow pattern at every 1/8 cycle later on. The
experimental measurements are confined to the space outside the resonator. They do not show the streamline
pattern inside the mouth of the resonator. By comparing the measured streamline patterns with the computed
patterns, it is easy to see that there is good agreement over the entire cycle of oscillation. The good agreement
is regarded as a validation of the present computer code.

4.4. Grid refinement

As a measure to ensure that proper resolution is used in the numerical simulation, a grid refinement test has
been conducted. In this test, the spatial resolution of the code is increased by reducing the mesh size by a half.
As a result, the time step is also reduced according to numerical stability requirement. Fig. 18 shows a
comparison of the pressure time history measured at the center of the bottom of the cavity. Fig. 19 shows
another comparison of the pressure time history at a point on the bottom wall of the wind tunnel at 2.25 in
(5.72 cm) downstream of the center of the slit. There are only minor differences between the two computed
results, indicating that there is sufficient resolution in the numerical simulation.

5. Summary and conclusions

A direct numerical simulation code based on the dispersion-relation-preserving scheme and advanced
computational aeroacoustics numerical boundary treatments for simulating the flow and acoustic fields of a
slit resonator in a grazing flow has been developed. The code has been verified by comparison with exact linear
analytical solution. Direct numerical simulations of the grazing flow over a slit resonator with or without
acoustic excitation have been carried out. Steady-state results show the existence of a vortex flow at the mouth
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Fig. 17. Changing streamline pattern at low incident sound pressure level: (A) experiment and (B) simulation. T ¼ period of oscillation.

Wind tunnel speed ¼ 30m/s. Forcing frequency ¼ 625Hz: (a) t ¼ beginning of a period; (b) t ¼ 0.125T; (c) t ¼ 0.25T; (d) t ¼ 0.375T; (e)

t ¼ 0.5T; (f) t ¼ 0.625T; (g) t ¼ 0.75T; and (h) t ¼ 0.825T.
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Fig. 17. (Continued)
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Fig. 17. (Continued)
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of the resonator. Inside the resonator, the flow consists mainly of a counter rotating vortex. At high incident
sound pressure level the flow at the mouth of the resonator is dominated by vortex shedding. Vortex shedding
is the principal mechanism for the dissipation of acoustic energy. The vortex shedding and merging sequence is
documented. Outside the resonator, a vortex with rotation compatible with the boundary layer flow persists
for a long distance downstream. This vortex might interfere with the flow field of a downstream resonator. The
present simulation is restricted to a single resonator, so that the process of interaction and its consequences
cannot be evaluated at this time. This type of fluid mechanical interaction between neighboring resonators of
an acoustic liner has not been included in all previous liner models. Future models should seriously consider
taking this type of interaction into account. At low sound pressure level, there is no vortex shedding. The
dominant acoustic damping mechanism is viscous dissipation in the oscillatory boundary layer around the
mouth of the resonator. The streamline patterns found by numerical simulation agree well with experimental
measurements.

The present computational model is not perfect and definitely has room for improvement. Firstly, the
simulation is strictly speaking valid only for acoustic liners with large aspect ratio resonators. Secondly, the
boundary layer in the present simulation is laminar. Recently, the authors have performed three-dimensional
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Fig. 18. Pressure time history measured at the center of the bottom wall of the cavity: (———) original grid; and (???) refined grid at

twice the resolution.

Fig. 19. Pressure time history at a point on the wind tunnel bottom wall at 2.25 in (5.72 cm) downstream of the center of the slit: (——)

original grid; and (???) refined grid at twice the resolution.
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simulations of aspect ratios 1.25 and 2.5 resonators in a normal impedance tube. At high incident sound
pressure level, vortex shedding was observed as in the case of a two-dimensional slit resonator. However,
three-dimensional vortices form closed loops. It is not clear how far such vortices could persist in the presence
of a turbulent grazing flow. The answers to these questions are obviously important to acoustic liner design. It
is hoped that future work will address and clarify these issues.
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